Adiabat Meteorological Services Note 0103 January 2003

By Christopher Biltoft

SOME THOUGHTSON IN-SITU FLUX MEASUREMENT
INTHE ATMOSPHERIC SURFACE LAYER

I ntroduction.

Dueto its complexity, the state of a turbulent atmaosphere can only be described
using statistical quantities such as means, variances, and covariances. Computation of
these gatigtica quantities, particularly those of higher order, must be done with
consderable care. Thisis particularly true if the Satistics are used to depict heat and
momentum fluxes. This note contains considerations that could help the experimentaist
to obtain high qudity eddy covariance measurements needed to characterize these fluxes
using sonic anemometer/ thermometer (sonic) measurements from afixed platform
mounted within the aimospheric surface layer (ASL).

1. Déefinition of the Problem.

Eddy covariance flux measurement from a stationary Site poses two basic
problems. Thefirg problem isthat aflux, the turbulent transfer of heet or momentum
through one surface or leve in the atmosphere to the next, occurs as irregularly spaced
coherent events characterized by their duration, intensity, and spatia location. In contragt,
the tower-mounted sonic obtains measurements at discrete intervals from afixed location
at some unknown distance downwind of the flux source. The fixed sonic can only
measure the flow passing its postion, and only time averages of these measurements can
be formed. One objective, then, isto come up with aworkable procedure that produces a
time average that converges towards a flux space-time ensemble average. (Note:
Through the ergodic hypothesis we assume that time, space, and ensemble averages are
related. Refer to aturbulence textbook such as Lumley and Panofsky (1964) for
theoretica details)) Time and space averages can be related with varying degrees of
success, depending on the capabilities of the instrument, Site conditions and instrument
exposure, the care with which the data are handled, and the scales of motions that occur
during the measurement period. The second problem with flux measurement arisesas a
consequence of the intermittent and irregular character of flux events. The averaging
needed to gpproximate an ensemble average obscures the duration, intensity, and spatia
location of individua flux events. There are three basic gpproaches to eddy covariance
flux measurement: block averaging and mean remova (MR); block averaging and
detrending (DT); and running mean filtering (RMF). Each approach offers advantages
and disadvantages. Many of these are described briefly below. Ultimately, the
experimentalist must consider the measurement objective and choose between a
procedure that provides a reasonable gpproximation of the average ensemble flux and a
procedure that emphasizes the trandent characterigtics of individua locdized flux events.
This note ends with some practica flux measurement suggestions.



2. Ingtrument and Site Consider ations.

The measurement of heat and momentum flux requires an instrument capable of
smultaneous and coincident measurement of the three velocity components and speed of
sound (convertible to temperature) with sufficient precision and data rate to sample rapid
changes in the temperature and velocity fields. The sonic isanearly ided ingrument for
this purpose. However, sonics come in various designs offering a variety of capabilities,
and the experimentalist needs to choose one that is competible with the measurement
requirement. (Note: Refer to ASTM standards D5527 and D6011 for details on sonic
operaion and performance.) Mgor congderations include the following:

a. Acceptance Angle. Acceptance angleis the angular distance centered on the
array axis of symmetry where wind approaching the sonic transducer array is ether free
from blockage by structural eements or is compensated by shadow correction agorithms.
Some sonics offer an acceptance angle of 360° in the horizonta plane and somewhat
greater than £30° in the vertica plane, while others are congtrained to smdler angles. In
practice, the presence of mounting and support structures often limit acceptance anglesto
270° and £30° The angle of attack by a steady wind gpproaching asonic array usudly
ranges within +30° of vertical. However, these angles may be exceeded during very light
winds, producing flow distortion that biases the fluxes. If flux measurements are to be
made in very light winds (or in other conditions where the vertical wind angle islikely to
exceed +30° it will be very important to choose an array design that accepts awider
vertical angle of attack. Dud insrument mounts may be needed if fluxesareto be
mesasured over al wind directions.

b. Sonic Array Design. Because it isimmersed within the flow that it is
measuring, the sonic transducer array should be designed to minimize the distortion of
that flow while providing velocity component and speed of sound measurements from a
common sampling volume. How digtortion causes undesired flow accderations and
wind direction changes that bias covariance computations. Flow distortion effects are
particularly troublesome at very low (< 2 ms*) wind speeds and most strongly impacts
momentum flux computetions. Refer to Grelle and Lindroth (1994) for a detailed andlysis
of these effects. Verticd velocity measurements are particularly susceptible to flow
distortion. Many modern sonics use an array geometry that festures paths a 60° from the
horizontd plane and measurement of the velocity components within a coincident
volume. Others offer the advantage of direct vertica velocity measurement and
minimum flow digtortion at the cost of separating velocity component measurement axes
by severd tens of centimeters (see Kamal et al., 1990 for a discussion of the K probe).
Array desgns featuring a common sampling volume are more suited for near-surface
measurements where turbulence scales are smal, so long as the angle of attack is not too
large. Unobstructed direct vertical velocity measurements using separate axes to
minimize flow distortion is more desirable a heights above the surface where turbulence
scales greatly exceed the axis separation distance, or where the vertica angle of attack is
large.




c. Data Rate. Haugen (1978) offers guiddines suggesting that adatarae of 1to 5
Hz is sufficient for measurements in daytime convection and 5 to 20 Hz for stable
nocturnd flows. Many modern sonics have sampling rates on the order of 100 Hz with
user-sdected averaging to 10 or 20 Hz. Thisaveraging is used to minimize spectrum
aliasng (Kama and Finnigan (1994) discuss this subject in detail. Champagne et d
(1977) date that the bandwidth required to measure the entire momentum cospectrum is
typicaly on the order of 103 = fz/U = 10, wheref is the frequency in Hertz, z represents
height above the surface, and U isthe wind speed. Within the range of measurement
heights and wind speeds normally encountered within the ABL, a 10 to 20 Hz datarate
from a sonic with array path of 10 to 15 cm is sufficient for most flux measurement
above the roughness sublayer. Measurements made within the roughness sublayer or in
confined settings (an urban street canyon, for example) might contain turbulence scales
that are not adequately resolved, thereby causing under-sampling of the true flux.

d. Levd and Vertica Veocity. Accurate measurement of vertical velocity w is
vitd for accurate flux estimation. This requires careful atention to the orientation of
array axes measuring vertical velocity. The turbulent component of the vertical wind can
be defined as that which makes transent departures from the flow streamline. In the
absence of convergence/divergence, the mean of these flow streamline departures should
gpproach zero. Over flat, open terrain, flow is (to within ingtrument resolution) parale to
the surface, and verticd is eadly established perpendicular to the flow streamlines by
orientating with respect to gravity. However, most measurement Stes fegture terrain
dopesthat deviate from thisided. Off-greamline verticd velocity measurements
produce averticd veocity bias 3, equa to the product of the time-mean dongwind
velocity component U with the tangent of the angle of inclination to the sreamline &

By=Utana, (1)

where the underbar indicates atime average. Because U >> w, smdl a can cause
substantiad 3. 1n consequence, high quality flux measurements require orientation of the
aray axisinto avertica veocity null (w ™ 0). Thismay require atria and error process
of digning the axis, taking long term (severa hours) vertical velocity averages, and then
re-aigning until aconsstent null is found (see Oncley et d. 1996 for specific
procedures). Alternatively, one can orient the sonic array level with respect to gravity
and apply post-measurement bias corrections. Departure of the ambient temperature from
the sonic calibration temperature can aso contribute a vertical velocity bias. Skibinet d.
(1985) describe a procedure designed to minimize vertica velocity biases induced by
departures of ambient temperature T (in degrees Kelvin) from temperature Tp a which
the instrument was cdibrated. They aso consider flow distortion and terrain influences.
The time-mean measured (subscript m) temperature flux is related to the true quantity by:

WT = (TTo)W T)m —{A —[B cosZ -D)]} UT" + wm/To
+ C(UTo*® -UT*)(TY°, 2

and for the time-mean momentum flux,



WU = (T/To)(W W) —{A — [B cos(2 — D)} i”* + Wi/ To
+ C(UT® = 12T T, 3)

where A, B, C, and D are coefficients to be determined by analyss of multiple data sets
and primed quantities indicate departures from the mean. Coefficient A correctsfor flow
distortion due to the mounting structure (tower, booms, etc.), B isrelated to ground sope,
C accounts for sengitivity to temperature change, and D is an adjustment for mean wind
gpproach angle ?. Temperature correction effects are typicaly smal, and taking the time
to orient with respect to the Streamlinesiis the better approach.

e. Axis Rotations. A sonic properly mounted and oriented with respect to flow
sreamlines should resolve the approaching flow into its Cartesian components. That is,
the flow is decomposed into dong-axis u, cross-axis v, and vertical velocity wi
components. (An additiona transformation is needed to convert measurements from non-
orthogona arrays to these components.) For a selected averaging period, coordinate
rotations are used to orient the horizonta axisinto the flow so that u becomes the dong-
wind component and v becomes the cross-wind component, with a mean of zero (v = 0).
Theserotations are:

u=usin? + vcos? 4
V = 14cos? - visin?, 5)

where ? = tan}(vi/u), and the subscript i denotes an unrotated measurement. (Note: w;
=w.) An additiona rotation is sometimes done to set w = 0, but Wilczak et d. (2001)
caution againg this rotation because w sampling errors introduce low bias on the stress,
particularly during week winds. Another consderation isthat w can be non-zero asa
conseguence of atmospheric convergence/divergence, which makes ared contribution to
the overdl flux. Instead of forcing w to zero, Wilczak et d. (2001) offer aplanar fit
technique that reduces stress errors, but this has the disadvantage of requiring many data
runs before stress can be computed. The smplest and most reliable approach isto:
carefully orient the sonic array into a vertica veocity null; perform rotations only on the
horizontdl axis, determine if the non-zero w is a consegquence of convergence/divergence
and decide whether or not it should be included in the flux measurement; and test for
stationarity as described below.

f. Site Roughness and Zero Plane Displacement. Site roughness (z) and zero
plane displacement (d) must be considered for representative flux measurements.
Measurements made close to a complex or rough surface will likely reflect the influences
of individua eements rather than an area-average flux. If the purpose of the
measurement is to obtain aflux representative of an arearather than of an individua
surface feeture, the sonic must be mounted at a sufficient height above the area that the
flux contributions of individua dements are blended. In an urban environment this
blending height, where the measurements are representative of integrated rather than




individud dements, isaminimum of 2.5 dement heights above the surface (Grimmond
and Oke, 1999; Kastner-Klein and Rotach, 2001). Other more subtle effects include
trangtory changesin surface roughness around the Site due to foot or vehicular traffic,
and precipitation. Snow, in particular, can dramaticaly dter Ste zy and d, reducing z
whileincreasng d if it is evenly didtributed, or completely transforming the landscape if
driftsform. Likewise, people walking or driving around a messurement Site can creste
local roughness changes. Carefully documenting z and d, and their changes are
important congderations when andyzing flux data.

f. Fetch and Internal Boundary Layers. Flux source regions lie at distances
upwind of the measurement point that vary in proportion to wind speed. In consegquence,
terrain and vegetation non-uniformities create a problem for experimenters interested in
obtaining area representative flux measurements. These non-uniformities create
vaidionsin flux measurements, and on amulti-level tower can lead to disparate results
at different measurement heights. Just as wakes form downwind of obstructions, interna
boundary layers (IBL) form with each change in surface roughness or abedo. The rate of
internal boundary layer growth depends on whether the trangition is rough-to-smooth or
smooth-to-rough. Garratt (1994) provides the following formulafor caculating the fetch
distance x required to produce an IBL of depth h downwind of a change in roughness
from zy; to 2o :

X = 2Z52((h Zo2)[IN(HY 202 ) — 1] +1). (6)
Not included in the above equation is the effect of stability; Garratt (1994) notes that an
IBL tends to grow more quickly with convection and more dowly in the presence of
dable gratification.

3. Documentation and Quality Control.

a. Documentation Collecting data suitable for caculation of heat and momentum
fluxesinvolves a subgtantia investment in equipment, andydgs time, and data Sorage.
The vaue of the collected data st is directly reated to its documentation and qudity
control. Undocumented data sets are of little vaue to anyone other than those who
collected them, while well documented data sets usudly find repeated applications.
Documentation includes detailed information about the instruments and procedures used
to collect the data, as well as site information. Equipment description, mounting height,
orientation, afile time stamp, data sampling rates, and averaging periods are
fundamentd to the interpretation of any meteorologicd Satistics. Additiona
information needed for the andys's and interpretation of fluxes includes time-resolved
dteinformation. Site information includes documentation of the site and its changes
with time. Minimum recommended supplementary equipment for along term flux
measurement program includes precipitation detectors that document the beginning and
end of precipitation events, and a pyranometer for measurement of incoming
hemispheric short wave solar radiation. Photographic documentation is also needed to
record seasonal changes a the site.



b. Data File Management. Care is needed to insure that information is not lost
during collection, analyss, and archival. A unique data origin and time stamp is of
crucia importance, and the time standard (local standard time, Greenwich mean time,
etc.) must be clearly documented. Site information and time is often contained, in
abbreviated form, in filenames. Opening and closing files regularly during deta collection
insures that detawill be saved in the event of a power fault or equipment malfunction.
Saving files for sampling periods on the order of an hour is a good compromise between
the desire to acquire a seamless continuous record versus the need to avoid losing alarge
data set. (Record lengths on the order of an hour aso represent a reasonable compromise
between the need for a sample size large enough to contain multiple samples of flux-
generating motions, and short enough to be minimadly influenced by larger scale
motions.) Whether afile' stime stamp applies to the beginning or the end of that file must
aso be known unambiguoudy. A common convention is for the filename to identify time
at the beginning of the data sat. It is dso useful to establish filename conventions to
identify whether afile contains“raw” data or data that has been subjected to qudity
control.

c. Qudity Contral. Qudlity control includes the identification, flagging, and
correction of data faults that include spikes, basdline shifts, and missng data A good
quality control plan would include procedures for: (1) archiva of the un-altered data as
received; (2) dataanalyss by visua inspection of the time series and/or gpplication of
various error detection agorithms to the data st; (3) setting of various flags and detailed
examination of portions of the data set receiving these flags; (4) correction of the error (if
possible); (5) creation of anew data set that contains an unambiguous marker indicating
that it has been through the quality control process; (5) assgnment of a qudity flag to the
data set s0 that the andyst knows what errors have been or might be present in the data;
(6) periodic review of the quality control process and its results. Note aso that quality
control should be performed as close to the origind data as possible (before the fault is
obscured by coordinate rotations, conversions, etc.) so that the source and cause of the
fault can be expediently identified.

d. Spikes. Spikes appesar in data sets from a variety of sources, to include
transducer faults, noise induced through e ectronics or cabling, objects impinging on the
transducer, or environmenta noise. Spikes appear as unusud sharp peaks or vdleysin a
data stream that persist for no more than afew data points. Noise appearing in only one
channel of data suggests aloca transducer or e ectronics fault, while noise gppearing
smultaneoudy on severd or dl channdsindicates the possibility of an environmenta
source (agunshot or arcraft flying overhead). Spikes become amajor problem when
data are averaged into amean to form ameasure of central tendency. One or two spikes
averaged with a number of good data samples to form amean that may depart only
dightly from the true mean degrades the data set and are difficult to detect. An dternative
isto use amedian as ameasure of central tendency. In this case, the 50™ percentile data
point will either represent good data (in the presence of afew spikes) or will represent the
readily identifiable spike, but not some average of the two. Spikes of short duration that
are sufficiently well spaced can be replaced by estimates taken from vaid data



immediatdy before and immediately after the spike. Judtification for thisis based on the
strong autocorrelation present in time series data over periods of a second or less.

e. Badine Shifts Basdine shifts appear as an abrupt change in the mean value
of adata channd that persstslonger than a spike, but has no geophysica explanation.
Abrupt shiftsin one data channel are most certainly indicators of an internd fault.
Simultaneous shiftsin dl channds suggest the additiona possibility of an event externd
to the equipment. If the Sgnd is preserved on abasdine shift, it is possible through
manud editing to correct the problem. Basdline shifts that dso include random noise
should be marked as missing data.

f. Missng Data Missing data, where numbers or spaces are missing in the data
dream, is often due to data acquisition faults, timing errors, or to blockage of an acoustic
path in the sonic array. Nothing can recover lost data, but manua editing can sometimes
restore data sets where the numbers or spacing are shifted dightly out of sequence. Note
that missing data or data otherwise removed from analysis should not be assgned avaue
of “0” or any other value that might fal within the operating range of the ingrument.
Missing or invaid data should be assgned an identifier such as 999.9 that can be easlly
spotted within an array of vaid numbers and programmed out of any further
computations performed on the data set.

0. Coordinating Data Sets. Consideration needs to be given to how the flux data
set will be used in relation to data sets acquired using other equipment. For example,
sonic-derived fluxes may be used in an andyss that includes wind profiler data. A priori
coordination of file start and end times with the data acquisition timing used by other
equipment greatly reduces post-acquistion analyss efforts and time offset errors.

4. Sampling and Averaging.

The choice of sampling and averaging times used to create a turbulence
redlization depends on the use to be made of the flux information and the amount of time
that the experimenter iswilling or able to invest in data andyss. Each chosen redization
isone of an ensemble of possible redizations, one measurement objective isthe
edimation of this flux ensemble. Because fluxes are intermittent in space and time, it
would be ided for the experimentdist to sample over the entire time of interest and
carefully andyze each time series and its spectra prior to choosing averaging times.
However, equipment, data Storage, time limitations, and other criteria make this
impossible. The andy4 is then left to make the best use of time-averaged turbulence
redlizations based on the resources a hand. Tools a hand include previoudy mentioned
MR, DT, and RMF flux estimation techniques. Some sampling and averaging
congderations are discussed below:

a. Stationarity And The Integral Scale. Early flux sampling and averaging time
estimates were based on the tacit assumption of measurement over a homogeneous Site
during stationary meteorologica conditions. Theidedized mode ABL conggsof a




turbulent inertid sublayer with an identifiable spectra pesk that defines an integral scae.
(Note: The existence of an integrd scale impliesthat by averaging over asingle
independent redlization we achieve results Smilar to averaging over the entire ensemble.
Refer to aturbulence text such as Lumley and Panofsky (1964) for theoretical details.)
Redlistic measurements in the readl atmosphere are often deviate greetly from the
homogeneous and stationary idesl, and conditions exist where the spectrum produces no
reedily identifiable integral scde. In this Stuation each redization is not independent of

the next because dl are samples of some larger process. Foken and Wichura (1996) offer
asmple stationarity test performed by comparing a 30-min averaged flux of quantity ¢
with the average of Sx 5-min averages obtained over the same sampling time. If

07 < (W,C,)Smin/(W,C,)30min < 13 y (7)

the data set is consdered sufficiently stationary for reasonable flux computation. Note
that the limits on the test described above may require adjustment for specific Stes and
gpplications.

b. Scae Separation. Data sats usudly consst of rgpidly varying (turbulent)
motions superimposed on dowly varying larger amplitude ones. Scale separation
between the two is often sufficiently small thet they are difficult to isolate. In this
dtuation a systematic under-estimate of the flux occurs due to afailure to capture the
largest flux-generating scales, and random errors occur as a consequence of selecting an
inadequate record length, which must be balanced againgt overestimation due to inclusion
of larger scde motions. Some of these larger scale motions generate no flux, while other
large scale motions contribute to the overall flux as a consequence of locdized
convergence/divergence. The experimentalist must decide whether or not those motions
contribute to the flux measurement objective. Thus, how the flux data are to be used must
be carefully consdered in the design of aflux measurement program.

c. Defining Mean and Huctuating Quantities Fux caculation is based on the
sdlection of appropriate averaging for defining amean vertical velocity w and the means
of the transported quantities (U or T). For the verticd flux F of agenerdized quantity c,
the flux is represented by:

F=w +W)(c +9p=wc . ®

Products of mean quantities (w ¢) and mixed products (w ¢, w’'c) areidentically zero if
we assume that w and the averages of fluctuating quantities are zero. Unfortunately, the
turbulent atmosphere is often not that Ssmple. In some cases w is non-zero, indicating the
presence of unresolved flux or some inadequacy in the selected averaging time or method
selected for defining the mean. Optimum averaging periods vary with the state of the
atmosphere and the quantities to be measured. To ensure the inclusion of al flux-
carrying wavelengths, Oncley et d. (1996) used the cumulative integra of the
cospectrum to determine the minimum required averaging times. Their results produced
averaging times ranging from 5.6 (dable) to 27.8 (unstable) min. for w'u’, and 2.8
(stable) and 16.6 (ungtable) min. for w' T . Results may vary at hon-uniform or rough
Stes, but optimum averaging periods will likely range between 3 to 30 min. at most



locations. Discussed below arethe MR, DT, and RMF flux estimation techniques and
how they handle difficulties that arisein red data

d. Mean Remova (MR). Sdecting sequentid non-overlapping block averaging
times and performing amean remova ontheu and T redizations (recdl that u isthe
aongwind component after rotation into the mean wind direction) isthe Smplest flux
egtimation method. The basic premise of this method is that each sdlected redization is
an independent sample of the flux ensemble and that averages of these samples
approximate the ensemble. Averaging times that are too short underestimate the flux,
while averaging times that are too long include the effects of meanders and trends that
over esimate of the flux. Becauseit isfarly quick and easy to do, smple mean removd
can be performed over saverd averaging times within a measurement period. This alows
one to search for an optimum averaging period.

e. Detrending (DT). Detrending theu and T redlizations prior to mean removal
can overcome some of the limitations of the MR method, and atrend can be quas-linear
if asuitably short averaging time is selected. Linear trend remova can be particularly
useful for atemperature record responding monotonically to adiurna hesting/cooling
cycle, but mogt trendsin meteorologica data are decidedly non-linear and vary with time.
Nortlinear trend remova can be used with some success againgt meandering motions, as
demongtrated by Caramori et a (1994). However, trend remova can go badly wrong
when not adequately adapted to the flow. When the fit is poor, or when DT is performed
over ingppropriate averaging times, the result can be far worse than no detrending.
Detrending techniques should only be used on data that fail a Sationarity test (Equation
7) and receive close inspection.

f. Running Mean Filtering(RMF). With running meen filters, the fluctuating
components are obtained as deviations from the instantaneous mean from alow-pass
filter of user-sdected length that moves through the data. This technique caninclude a
vaiabletime interval and averaging window that adapts to the physical properties of the
turbulence (Trevifio and Andreas, 2000), or the averaging window can be of fixed length
(Rannik and Vesdla, 1999). The RMF technique offers great advantage when the
measurement objective isto study the details of individua flux events. However,
fluctuation averages do not necessarily vanish with RMF, thereby violating a Reynolds
averaging principle. A comparative andysis performed by Rannik and VVesala (1999)
shows that the fixed length RMF technique can produce large systematic errors with the
use of short time congtants, and large random errors when long time constants are used.
The adaptive RMF technique of Trevifio and Andreas (2000) probably minimizes these
errors, but has not been subjected to independent testing.

5. Practical Engineering Solutions For Automated Flux M easur ement.

a. Hux Computation. Kaima and Gaynor (1991) have shown that the sonic
speed of sound measurement, when properly converted to temperature and corrected for
crosswind velocity component contamination, produces a sonic temperature that closely




goproximates the virtud temperature of air. The product of this fluctuating temperature
and vertical velocity provides an estimate of the virtual temperature flux. There are three
commonly used ways to compute momentum flux, each depending on how the horizontd
veocity components are handled. Method A begins with computation of the scaar wind
speed s from the square root of the sum of the y and vi squares

s = (U2 + %)% 9)

After subtraction of the mean wind speed, the momentum flux is the product of the
fluctuating wind speed component with its corresponding vertica velocity summed over
the sdlected averaging period. Method B involves usng Equation 4 to rotate each
horizontal velocity component messurement into the mean wind, and computing
momentum flux as a product of the rotated u” withw”. Methods A and B produce
equivalent results w's” = w'u’. Method C firgt caculates the fluctueting unrotated
horizontal wind components y” and v;” followed by momentum flux computation using

Wy +wWv =w(u’sn? +vi'cos ?), (10)

with the momentum flux obtained as the sum over the sdected averaging period. Method
C produces a result that differs somewhat from the other two methods due to the
sequence in which the computations are done. This difference gppears dso in the
horizontal velocity means, the average of the square root of the sum of the squares is
greater than the sguare root of the squares of the summed averages. Method A offers the
advantage of computing the scalar wind speed, which islikely to be a variable of interest.

b. Edimating The Ensemble Hux. For long term measurements designed to
edimate the ensemble flux, time averages must be selected to approximate the (unknown)
ensemble average. However, dationarity and averaged vertica velocity tests can be used
as guidance with the following steps: (1) collect long sampling records, at least 30 min. in
length, but preferably up to 1 hour; (2) perform al qudity control steps and minimize Site
or insrument-induced vertica velocity biases prior to calculating covariances, (3)
compute the covariance for each long term record, and a so over the same record for non
overlapping block averages of 300 sin length; (4) perform a Sationarity test (Equation 7
above), with limits adjusted for on€' s particular Ste conditions. |If the data set passesthe
dationarity test and w™ O for the short sampling record average, use the average of the
300-srecords as the best flux estimate. If the test fails, examine the data for meanders or
trends. If these are evident, detrend the hourly records, re-compute, and re-do the test.
Also try adjusting the short term averaging period to hdf (if the atmosphereis stable), or
three times (if the aimosphere is ungtable) itsinitid 300 svaue. The shorter averaging
period should minimize contamination by meandering motions in a stable amosphere,
and alonger period will include more of the convective contributionsin an unstable
amosphere. If asubstantiad non-zero w persists due to the large scale convergence/
divergence (prevaent during strong convection), use the covariance computed over the
full hour, or whatever average produces the minimum w, as the best estimate.




c. Invedigating Trandent Hux Events. If the covariance measurement objective is
to study the individual characterigtics of transent flux events, goply an adaptive running
meen filter of the type described by Treveio and Andreas (2000).
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